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In order to decommission the EOS instance of Cúram, the current bespoke implementation of 
Partner Registration will be migrated from the Cúram EOS instance to an existing partner-facing 
digital channel. 

 
 

 
 

Figure 6: MSD Cúram UA Architecture Deployment 

 
 

Option 4: Increase Scalability of Digital Channels and Straight-through Processing 
 

This option includes all of the initiatives described in the Increase Scalability of Digital Channels short listed 
option. In addition, this option also includes resolving key bottlenecks in the Ministry’s straight-through 
processing architecture. It consists of three key initiatives which are described in more detail below. 
 
Existing implementations of straight-though processes will be prioritised based on their business value, 
volume of transactions, and severity of bottlenecks, in order to reduce rates of staff intervention and 
application processing times for clients.  

  

Increased Automation Rate of Straight-through Processing: 

This work will reduce the frequency of manual tasks generated by client online applications by 
focusing on improving the quality and completeness of information being provided in client online 
applications. Online application forms will introduce greater pre-population, guidance, and pre-
validation of client submitted details in order to improve the quality of applications at the time of 
client submission. Digital channels will enable the gathering of all possible supporting 
documentation and evidence online (within legislative and policy constraints). 

 

Simpler Task Management Experience for Staff: 

This work includes simplifying the business process management technology used to support 
straight-through processing of client online applications. These processes currently generate a high 
volume of manual tasks which require staff action to complete straight-through processing of 
online applications. Many of these manual tasks are hosted on the Ministry’s bespoke task 
management application, Straight to Processing (S2P), which is not sufficiently resilient or scalable 
enough to support critical client transaction processing.  
 
All tasks related to straight-through processing of online applications will be migrated to the 
Ministry’s business process management platform and/or client management system (depending 
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7. Replacing ageing ‘on premise’ hardware with Infrastructure-as-a-
Service and public cloud 
 

7.1  The case for replacing ageing infrastructure and moving the Ministry’s technology infrastructure 
to the cloud 

 

The Ministry’s hardware infrastructure (compute and storage) is rapidly aging with nearly two thirds of this 
infrastructure being over 5 years old. This presents a significant risk to client services if some of these hardware 
components were to fail.  
 
Other initiatives included in this business case such as Identity and Access Management (IdAM) and Hindin 
replacement will reduce the size of the aging hardware problem, but significant issues remain. Even with Hindin 
and IdAM replaced, the Ministry still has significant workloads running on old versions of HP-UX and Solaris 
operating systems which, in turn, can only operate on old hardware. The real issue with these workloads is the 
nature of the bespoke applications the Ministry has developed over the years, which will need to be re-architected, 
or replaced with Software as a Service options. 
 
The risk of storage hardware failure increases over time. Even with MSD’s use of good storage practices such as 
replication and backup, older storage hardware increases the likelihood of disruptive failure. Failures require 
intervention to restore data and compromise the ability to deliver services to clients.  
 
MSD is the guardian of a significant data asset. Old and obsolete storage technology raises the risk of data loss. 
Without new investment over the next 2 years, over two thirds of the storage devices will be over 5 years old.  
The fact that much of the Ministry’s hardware is fully depreciated, and at the end of useful life, also represents an 
opportunity to pivot to a new model. Currently the Ministry purchases hardware as an asset.  
 
The Ministry would much prefer to follow the New Zealand government technology strategy of not owning 
hardware assets and instead consuming compute and storage as-a-service, either utilising Government IaaS 
providers or public cloud providers. The Ministry’s Te Pae Tawhiti Technology Strategy articulates this ‘cloud first’ 
approach. 
 
Historically the Ministry has been unable to move to this model because of the operating cost hurdle. The Ministry 
has tended to ‘sweat’ hardware assets and operate them well past the point where they are fully depreciated.    
 
Owing to the ‘asset sweating’ phenomenon, a direct swap of capital (depreciation) to operating budget will not be 
sufficient to pay for the new service. This investment will cover the shortfall, and enable the Ministry to overcome 
the operating cost hurdle. The Ministry has a current backlog of infrastructure projects ready to go if this initiative 
is not successful, but this will perpetuate the cycle of asset ownership, because it is the only affordable route. This 
initiative is the ‘circuit breaker’ designed to prevent that happening. 
 
Workloads such as Windows Virtual Machines (VMs) are already amenable to moving to ‘as-a-service’ 
Infrastructure options, and funding is required to achieve this. Red Hat Linux workloads need to be ‘containerised’ 
and moved to Infrastructure cloud. 
 
As compute infrastructure moves to infrastructure cloud, so storage capacity needs to move to efficiently serve the 
applications. 
 
In summary there are four fundamental components to this initiative: 

1. Moving off Solaris and HP-UX  operating systems (and associated hardware) via re-architecting or replacing 
the applications that sit on them 

2. Containerising Red Hat Linux workloads and moving them to infrastructure cloud 

3. Moving Windows VMs to infrastructure cloud 

4. Avoidance of data corruption by replacing aging storage devices and aligning storage ‘as-a-service’ with 
compute ‘as-a-service’ 
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7.2.4 Hardware upgrades require application changes and testing 
 

More than the application code must be upgrade to deploy on new hardware. The entire ‘stack’ must be 
upgraded. This includes: 

• Virtualisation – e.g. move from ‘bare metal’ to VMware 

• Operating system – e.g. Change from Solaris or HP-UX to Red Hat Linux 

• Middleware – e.g. Java upgraded to supported versions, Oracle Weblogic upgraded to current 
versions, software libraries, etc. 

• Databases – Databases must be upgraded to supported versions 

• Security – newer encryption and security measures are mandated. E.g. HTTPS/TLS connections are 
now required between servers within a data centre whereas previously unencrypted connectivity was 
acceptable 

 
Even without functional changes to the application code, problems are often encountered. Problem 
diagnosis and remediation takes time and effort. E.g. Old Java XML libraries are replaced by new versions 
that require changes to application code. E.g. Network and database drivers may be incompatible with old 
application code 
 
The effort to upgrade and test the software can be greater than the cost to purchase and deploy the 
hardware. The project pipeline for the software upgrades requires additional resources if ‘business as 
usual’ projects are to be supported alongside the upgrades. 

 
 
7.2.5 Storage 
 

A significant portion of MSD’s storage infrastructure is already over 5 years old. The large amount of 
storage purchased to support the data centre migration is already 5 years old or will be in the coming year. 

 
 
7.2.6 Networks 
 

In general the network infrastructure employed by MSD is current and supported. On-going investment will 
maintain the infrastructure in this state.  

 
 
 

7.3 Risks and Benefits 
 
7.3.1 Risks  
 

The primary risk of aging hardware is that a failure will compromise MSD’s ability to deliver services, either 
directly to clients via the self-service channel or via the systems that our staff use to serve clients. 
 
A secondary risk is that the support effort needed to maintain systems hosted on old hardware diverts 
resources from delivering new value to clients. The effort expended on maintaining old, unsupported 
infrastructure could more efficiently be expended supporting a  
 
The primary aim is to have MSD’s IT systems running on supported and sustainable infrastructure. 
Restoring MSD’s hardware assets to a modern and supported state lowers the likelihood of major failure, 
or of multiple minor failures, any of which would compromise MSD’s ability to deliver core services. 
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8. Legislative Driven application change 
 

8.1  The case for Legislative Driven application change  
 

Enacting legislation changes requires technology and process change which incurs significant cost.  It is forecast 
(based on previous years) that MSD is required to undertake 12m of legislation driven across the 19/20 and 20/21 
financial years. 
 
Historically MSD have absorbed these change costs within capital baseline and have indicated that this practice can 
no longer be sustained in the minister briefing paper “Budget 2019 – Operating and capital cost pressures” on 3rd 
October 2018.  
 
A recent MSD information technology review identified significant core systems that are at risk of failure, this is a 
result of limited investment in upgrades and infrastructure as a result of capital funding pressure where MSD has 
prioritised legislative changes ahead of technology refresh. The capital funding pressure has resulted in legislative 
being delivered in a minimum needed approach, which frequently depends on manual staff actions and creating 
further technology debt. 
 
The MSD core application environment consists of are largely legacy systems which are running on out-dated 
software platforms, the lack of investment has resulted in an environment where the cost of business change is 
high which has resulted in short term tactical technology decisions.  As a result MSD’s limited capital reserves are 
significantly oversubscribed, and the following prioritisation is applied: 

• Legislation changes, 

• System risk changes, 

• Technology maintenance, 

• Client experience & efficiency changes. 

 
It is expected that the Welfare Expert Advisory Group (WEAG) report14 recommendations will require significant 
changes to MSD systems as part of a social policy change programme, further constraining the capability of MSD to 
execute change outside of legislation 
 
 

8.2 Risks and Benefits 
 
8.2.1 Risks 
 

The current risks include: 

• System changes are often undertaken as minimum needed to ensure legislation is enacted 

• Creates further technical debt due to the minimize cost approach required, drives short term 
technology decisions (e.g. utilizing the Information Analysis Platform (IAP) for operational process 
purposes) 

• Existing legislation benefit entitlements not delivered in a timely and correct manner   

• The required speed of legislation system changes has resulted in reliance on manual actions by staff to 
ensure correct payments are made to clients.  This can increase the risk of paying clients incorrectly, 
MSD increases monitoring to ensure that clients receive correct entitlement however this contributes 
to administration overhead. 

 
 
 
14 Report expected February 2019 
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Setting an appropriate contingency  
 
For any financial forecasting there is inherent estimation risk. To accommodate for this risk in this business case a 
contingency estimating exercise has been undertaken. The approach adopted leverages the standard Quantitative 
Risk Analysis (QRA) concepts and methodologies. This enables a deeper dive into estimating the contingency as 
opposed to applying a generic ‘one size fits all’ contingency estimate across all projects. Undertaking such an 
exercise forces scrutiny over each of the cost elements to assess its potential variance. This variance estimate is 
dependent on the level of comfort and effort applied in estimating the particular cost element. Collation of these 
variance estimates forms the basis for the contingency estimation. 
 
This programme consists of eight projects, each designed to focus on a specific identified risk area. The approach to 
resolving each risk area varies due to the nature of the risk. As a result, the cost estimation approach for each area 
also varies. The level of costing analysis for each project also differs as does the level of input and effort in 
compiling the cost estimates depending on the maturity of the project’s assessment. Obviously the more rigorous 
the costing analysis is the more confidence the programme has over the accuracy of the estimates. Therefore a 
contingency estimate is likely to be less for projects which have undergone a deeper assessment compared to the 
projects which are less mature in their assessment. 
 
 

The Purpose of Using a QRA Approach to Contingency Estimation  
 
The purpose of applying a contingency to the estimated costs is to recognise that, despite best endeavours, there is 
a reasonable likelihood that the actual cost of a project may be more than the estimates. The QRA approach to 
contingency estimations uses statistical simulation techniques, based on the variation estimates for each cost 
element, to provide a quantitative estimate for the contingency for a particular confidence level. For a detailed 
description on the QRA method employed see Appendix 6. 
 
For the purpose of this business case an 85% confidence level15 has been used. This means that there is an 85% 
chance that the actual cost of the programme will not exceed the estimated cost plus the contingency.  
 
 

Projects in Scope for Contingency Estimation 
 
All the projects in the programme are in scope for contingency estimation except for two; ‘Software and Security 
Upgrades’ and ‘Legislation Change Funding’. These two have been descoped as the funding approach is one of 
topping up an existing budget to fund needs in the future based on the prioritised ‘PEC Backlog’. Without knowing 
exactly how the funding for these components will actually be allocated it is impractical to estimate any variance or 
contingency. Any contingency estimation should happen based on the project(s) to which the funds are applied, as 
determined by PEC, and should form part of the funding allocation decision by PEC when an allocation is made.  
 
 

  

 
 
 
15 The 85% confidence level matches one standard deviation from the mean for a normally distributed cost profile. 
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Financial costing approach 
 
To determine the cost of the proposed solutions we took the following steps. 

1. We identified and blueprinted the future state solutions for each of the projects, and at least one viable option 
that achieved the same level of risk reduction 

2. We described the risk profile of the current state covered by the scope of each project 

3. A timeframe of changes was agreed and mapped against other changes already planned in the Ministry. The 
programme has been prioritised to ensure the changes that delivered the greatest benefit were sequenced 
correctly. 

4. We estimated ‘most likely’ costs for each project considering: 

• existing asset management plans and investment levels 

• historic support costs 

• experience on previous projects 

• the knowledge of component specialists 

• relevant input from the market engagement 

• impact on the technology support model, and whether there would be any additional on-going operating 
costs, including additional staff, or whether current resources could be redeployed. 

5. Project Resource Estimation uses a standard process for allocating resource type and levels. This process uses 
standard roles and rate assumptions for the purpose of estimating total cost, but not the specific method of 
delivery. Estimation is done in this manner because; 

• The delivery organisation is not known. It is not assumed that MSD internal staff are the only option for 
delivery 

• The estimator may be external. For instance, the Data Warehouse estimation process was performed by an 
external organisation (Accenture) 

• The delivery mechanism is not pre-determined. Outcomes based contracting, contractors, and MSD 
internal Agile teams are all possible implementation choices. 

• The assumptions on resourcing need to be realistic. This method shows whether the delivery profile (within 
the assumptions used) appears unrealistic or unachievable (for instance, the total resource need, the 
change over time, and proportion of role types can highlight unrealistic estimating assumptions)  

• Resource managers need early advice of upcoming roles required. Role based estimation provides a way 
for resource managers to estimate possible future demand for types of skills well in advance of the 
commencement of any initiative 

This estimate becomes the budget envelope that is available to the Governance body to allocate to that 
particular project.  

Where delivery is by internal MSD teams, the project is broken down into a set of Epics. These are used to 
inform the Programme Increments, where the detailed resource planning and allocation takes place for each 
increment, as part of the standard SAFe process. 

Where another delivery mechanism is used, the estimate is used as an additional set of data to assess vendor 
proposals. 
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Assumptions made during financial analysis 
 
For the purposes of the financial analysis, the following assumptions have been made. 
 
 

Assessment period 
 
• The project start date for valuation purposes is assumed to be 1 July 2019. 

• The operational life of the proposed assets is assumed to be five years for hardware and eight years for 
software for purchased assets, and evergreen for as-a-Services services. This is the appraisal period over which 
the costs are assessed. 

 

Discount rate 
 
• The Treasury specifies a public sector discount rate of 6% per year. 

• All costs and benefits are expressed in today’s dollar terms. 

• As a risk-adjusted real discount rate is used, no further explicit allowances are made for price or wage inflation 
over the assessment period. 

 

Taxation 
 
• All dollar figures are expressed in GST-exclusive terms. 

• Tax is omitted from the cost analysis as it is assumed to be the same across the options. 
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The Management Case 
 
 

 
The management case addresses the achievability of the proposal and planning arrangements required to both 
ensure successful delivery and to manage programme and programme risks. 
 
 

Programme management strategy and framework 
 

The “Preventing Serious Failure in Client Services programme” brings together thinking and discussions that have 
been occurring for some time within the Ministry, and argues that a programme be established to progress the 
work and achieve the desired outcomes. 
 
There is no existing programme addressing the scope of this business case. However it is expected that when 
initiated, the programme will inherit and make use of: 
 
• Existing MSD successful and mature Agile delivery capability, based on the SAFe delivery framework 

• Existing risk management processes, which have identified the issues and proposed remediation 

• Existing work being undertaken to upgrade or replace aging legacy systems. 

• Existing risk mitigation and strategic asset management. 

• Existing MSD technology strategies, including the Te Pae Tawhiti Technology Strategy that aim to reduce the six 
pain points caused by the current technology, i.e.:   

- No single client view  

- Disparate business processes and lack of automation 

- Slow to deliver government policy change  

- Systems are product centric rather than client centric 

- Staff and clients don’t have consistent and accurate advice and information 

- Ageing and complex technology 

• Existing strategic aims for the Ministry’s technology to create a modern digital experience for clients, partners 
and staff where key functions are opened to broader social sector participants.  

If this Business Case is endorsed and funding allocated, a Programme Office will be established to manage the 
execution of the projects, reporting to the proposed governance bodies described below.  
 
There will be two governance mechanisms directing the work, reflecting the most appropriate mechanism for the 
different work packages. Both will operate with the oversight of the Portfolio Executive Committee (PEC). All 
funding allocation to this programme and other projects will be performed through the PEC process. 
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For the backlog of work to be covered by the recapitalisation funding (the Maintenance projects), it is appropriate 
that the existing mechanisms of risk and value based prioritisation are used, with the remediation to be balanced 
against other emergent risks. This is the responsibility of the Portfolio Executive Committee (PEC), which assesses 
and prioritises all Ministry investments. 
 
PEC will directly oversee the three Maintenance projects;  

6 Software and Security upgrades,  
7 Replacing ageing ‘on premise’ hardware with Infrastructure-as-a-Service and public cloud”, and  
8 Legislative Driven application change 

 
For the five remaining initiatives (the Replacement projects), two Programme Boards will be established to provide 
programme governance for the various programme tranches and phases. The first will be chaired by the DCE 
Corporate Solutions and will include a range of business stakeholders from Service Delivery and other Business 
Groups.  
 
Included under the Programme Board will be the Replacement projects, focused on specific core services,  
which are; 

1 Identity Management,  
2 Centralise Rules Processing,  
3 Foundational Knowledge Base, 
4 Data Warehouse Replacement, and  
5 Digital Capability 

 
Although the main Business Group impacted is Service Delivery because of their ownership of the in-scope client 
facing systems, most other Business Groups will also be represented, as well as Oranga Tamariki who will continue 
to use some of the affected services.  
 
The second board includes representatives from HUD and Oranga Tamariki, and is specifically focused on the 
analytics platform needs of all the participating agencies. This will be chaired by Nic Blakeley, and cover initiative 4 
“Data Warehouse Replacement”. 
 
The Programme Boards will report on progress, risks and issues to the Investment Strategy Governance Committee 
(ISGC) and will keep the other Ministry governance committees appraised as necessary. The programme will also 
ensure that the office of the Government Chief Digital Officer (GCDO) is kept informed of progress. 
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A Programme Manager will be appointed to manage the programme through and envisaged four tranches of 
delivery and stage gate funding. Given the broad nature of the initiative, the delivery team will comprise people 
from most Business Groups as well as IT, plus vendors (data centre vendors, AoG IAAS and TAAS vendors). 
 
The Ministry has a history of successful delivery of large scale Technology projects and programmes as well of 
Technology enabled business projects and programmes. These include; 

• Welfare reform 

• Housing transfer from HNZ 

• Client management system 

• Simplification 

• End User Compute  

• Availability and  resilience  

 
The Ministry’s Project Management Methodology is based on a project management method called PRINCE2; an 
internationally recognised approach to managing projects and consistent with established best practice. PRINCE2 
ensures an explicit common understanding of what the programme will create (the scope) and the criteria against 
which the programme’s final product(s) will be assessed. The client’s quality expectations will be documented 
along with how they will be assessed in a quantifiable way. 
 
The Ministry also employs the Scaled Agile Framework (SAFe) and DevOps approaches to assist with management 
of the entire Technology work portfolio. The key organisational institutions are the Portfolio Executive Committee 
(PEC) and the Programme Portfolio Management (PPM) function.  
 
PEC and PPM make funding, priority, and resource allocation decisions under the auspices of the ISGC. Successful 
delivery of the Government funded End User Compute (EUC) and Availability and Resilience programmes at the 
Ministry have been achieved using this framework, whilst possessing their own programme boards. 
 
Part of the broad philosophy of the agile approach is to minimise risk through the use of Proofs of Concept (PoCs). 
The PoCs include early validation of the business fit of the target solution, and validity of the high level design as 
well as a technical PoC to validate the solution will work in the technology environment.  
 
The initial production deployment is, in principle a Minimum Viable Product (MVP) which is then elaborated with 
additional features in subsequent releases until the full solution is deployed.  As the name suggests a Minimum 
Viable Product has the basic functionality to perform the business function, and subsequent investment in the 
product needs to be justified in terms of the additional value created. This approach minimises the risk of over-
investment in system features that do not provide commensurate value. 
 
The programme plan will involve the draw-down of funding and delivery in tranches. As the programme completes 
each tranche and based on the progress made against the programme objectives, it will seek approval from the 
Programme Board to move into the next stage, where approval to draw down the next funding iteration will be 
sought from Treasury. This stage gating process enables regular reviews, and greater transparency of risk, issues, 
business benefits and costs. It also allows the Programme Board to ensure the programme remains viable and that 
there is benefit to MSD in continuing with it. 
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Outline Programme Plan 
 

It is proposed that the Programme will be implemented in three tranches. Tranche One will be completed by 
FY2020 and Tranche two by FY2021 with the final, Tranche Three delivered in FY2023. 
 
 
Tranche One  
 
This tranche will: 

• Select the strategic partner and solution for IdAM 

• Migrate most business rules from DREW and validate the preferred platform  

• Select the preferred knowledge platform, and migrate 25% of the Hindin content 

• Migrate and decommission the Complaints function of Hindin 

• Select the strategic partner and solution for the Data Warehouse 

• Decommission the EOS instance of the Cúram to simplify client experience 

• Deliver the new Cúram client channel experience, and complete development of the MyMSD component 

• Migrate and decommission half of the obsolete hardware and out of support software, and 

• Complete the plans and estimates for Tranche Two. 

 

Tranche Two  
 
This tranche will: 

• Deliver Client identity on the new IdAM platform 

• Deliver the new Review of Decision, Provider Management systems, and all the Hindin content on the new 
knowledge platform 

• Retire DREW and Hindin 

• Deliver the Warehouse MVP and the highest priority information products 

• Deliver a more scalable MyMSD client channel, and deliver straight through processing optimisations to reduce 
the rate of exceptions for staff 

• Complete the upgrade of software to supported levels, allowing 75% of compute capacity to be delivered from 
IaaS  

• Complete the plans and estimates for Tranche 3 

 

Tranche Three 
 
This tranche will: 

• Deliver Staff identity on the new IdAM platform  

• Deliver the required set of information products on the new Warehouse platform 

• Retire the old IdAM solution set 

• Retire the old Warehouse 

 
The technology solutions to support this implementation roadmap will: 

• Remove the operation risks commencing with the highest risks 

• Reduce implementation risk by selecting strategic partners where possible 
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Programme and business assurance arrangements 
 
This investment proposal has been assessed as high risk using the State Services Commission (SSC) Gateway Risk 
Profile Assessment tool. Based on this risk assessment, the basis for on-going engagement as part of the business 
case has been agreed and documented in the scoping document. This agreement accompanies this case.  
 
The proposal is subject to on-going Gateway reviews. The requirement that this Programme Business Case be 
submitted for a Gate One: Business Justification and Options review will be determined as the capital funding bid 
process continues. 
 
Such reviews investigate the status of a programme as it nears completion of the Programme Business Case, to 
confirm that the programme has the appropriate structures and that planning is in place to support the preferred 
solution options. 
 
The review seeks to confirm that the programme continues to be achievable and likely to deliver what is required.  
 
The Review checks that: 

• stakeholders approve the intended benefits from the programme 

• linkage with programme and organisational objectives is clear 

• the optimum balance of cost, benefits and risk has been identified 

• The “long list” of options is sufficient and the “short list” is justified. 

This proposal is also subject to independent quality assurance which will be carried out prior to submission in 
February 2018.  
 
The programme will implement regular continuous improvement activities during the programme, e.g. looking for 
ways to make the programme management practices more effective or efficient.  These will include, but are not 
limited to: 

• Stage gate checks 

• Independent Quality Assurance 

• Internal and external Audits (including Treasury Gateway reviews) 

• Use of standard templates & processes 
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Architectural Governance 
 
Architectural governance is the means by which the alignment to MSD’s technology strategy is measured and 
controlled. Good alignment will achieve more roadmap and strategic initiatives, technological investment will be 
optimised and less technical debt will be incurred. 
 
The alignment should be managed from investment option inception through to implementation. Not all initiatives 
derive from the technology strategy or technology roadmap, but all should be consistent with that strategy. 
 
Architectural governance must be aligned with the overall delivery lifecycle. From the Investment Option stage 
through to Implementation, there should be the ability to identify and guide a solution’s alignment with MSD’s 
Technology Strategy. Such alignment should be one of criteria used to approve and prioritise epics entering the 
delivery pipeline. 
 

 
 
 
Governance needs to be relevant and appropriate. The type and scale of architectural review tasks should be 
commensurate with the type and size of the initiative.  
E.g.: 
• Larger initiatives demand greater oversight 

• Solutions that use non-strategic technology demand more oversight 

 
Governance must support agile epics and provide appropriate support at all stages of an epic. 
E.g.: 
• At early stages assistance to select strategically aligned epics that support business needs 

• During design and build phases, assistance with option elaboration, selection and endorsement 
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Appendices  
 
 

 

Appendix 1: Impact of Service Failure 
 

The nature of the risk 
 
The Operational risks to the Ministry are highly interrelated but are fundamentally concerned with delays to 
payments and service to New Zealanders in need.  
 
These risks are in the areas of; 

• client payments;  

• staff health and safety;  

• community safety, and  

• reputation. 

 

Client impact 
 
By a conservative estimate there are at least 35 thousand New Zealanders per day significantly impacted by a single 
day outage to core services:   

• At least 10 thousand delayed payments per day (50,000 per week)  

• At least 25 thousand incorrect payments per day (125,000 per week). 

In addition there are at least 40 thousand clients per day who are unable to have their financial assistance 
application lodged in the system. 

   
 

Delayed payments to clients 
 
Computer systems failure has a serious impact on the ability of the Ministry to get new payments to New 
Zealanders and families in need.  This can leads to considerable hardship for many of those families. In these 
situations long queues quickly develop at service centres with frustrated and sometimes angry clients turned away 
and asked to rebook there appointments. It can be highly public leading to National media interest and 
parliamentary questions within 2-3 days. In a scenario where there is a succession of outages the backlog of tasks 
may overwhelm the ability for front line staff to catch up, leading to a potential Novopay type situation where the 
clerical backlog grows faster than the ability to process it.  
 
These situations arise from the sheer volume of new applications for financial assistance and the pace of change in 
client circumstances. The Ministry grants approximately 10,000 new applications for financial assistance per day, 
across the range of:  

• Main Benefits such as Jobseeker Support and National Superannuation;  

• Supplementary Benefits such as Accommodation Supplement,  

• Third Tier assistance such as Food Grants.   

 
The 10,000 grants per day do not include unsuccessful applications. The approximate ratio of these grants is: Main 
Benefit 20%; Supplementary Benefits 25%; and Third Tier assistance 55%.  These applications for assistance are 
processed through all of the available channels being: the online (digital), phone and face-to-face. There is a 
fundamental reliance on the Ministry’s systems to process these applications for assistance through its computer 
systems, so that deposits can be made into clients’ bank accounts or payment cards.  
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In the absence of these computer systems, front line staff can only issue ‘Hologram Letters’ as a manual process 
for emergency payments. This manual process can only feasibly work for two days at most.  
 
 

Incorrect Payment amounts being made to clients 
 
In addition, the Ministry processes at least 25,000 Change of circumstances type transactions per day which will 
require a recalculation of benefit payment. For example 

• Change of address 

• Declare wages 

• Processing Medical certificates 

• Stop and resume benefits 

• Backdated review 

• Moving in or out of social housing 

These transactions often affect a client’s eligibility and entitlement calculations. Inability to process them leads to 
underpayments or overpayments being made with potentially serious consequences for clients in both cases 
 
The rate at which client status changes in a short pace of time means that it is critical that core computer systems 
remain available at all times.        
  
Note that computer systems failure poses slightly less of a threat to established regular client payments for regular 
main benefit and supplementary benefit payments. If the system failed there are established Business Continuity 
Plan (BCP) arrangements whereby the previous payment file would be re-run through the banking system. 
Although this file would rapidly become ‘stale’ given the churn in the welfare system  
  
The propensity for the Ministry’s systems to be brittle and prone to complete failure has evolved over time, with 
key business processes spanning multiple discrete computer systems that are all required to be populated with 
data in order to grant an income support application, or a change in circumstances transaction.  These applications 
are generally bespoke, some of which date back as far as progenitor organisations such as the Employment Service 
and the Income Support service from the 1990’s. This large number of systems is a source of operational frailty. If 
one of the constituent systems fails, it leads to financial assistance not being able to be granted. This has happened 
on numerous occasions in the past, whereby front line staff have no systems available at all to address client need.  
In such situations the Ministry is basically closed for business:  

• Call centre operators can only request that clients call back later.  

• The Digital channel (MyMSD) can provide the full set of client information but cannot fully process client 
applications for financial assistance 

• Service centre staff can issue hologram letters for up to 2 days but cannot process applications through the 
system.  

 
 

Staff Health and Safety 
 
System outages have a significant impact on front line staff and there is a correlation between system outages and 
health and safety incidents recorded in the Ministry’s SOSHI system. 
 
A one day outage results in staff taking over 2 weeks to get through the backlog of work created by the outage. 
This is based on an outage that occurred in February 2017 when the system was unavailable for almost an entire 
day. 
 
Specific risks to staff health and safety include:  
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• Notifications about dangerous and trespassed clients cannot be processed potentially resulting in staff being 
put in unsafe situations 

• Frustration and anger is communicated to staff from clients unable to have their needs met, increasing the 
levels of work related stress 

• The backlog of work arising from outages means that front line staff are under intense work pressure until the 
backlog is cleared 

 
 

Community Safety 
 
System unavailability results potential delays in recording client status that might put the broader community at 
risk. A good example of this would be: 

• Child sex offender status not being loaded into the system potentially resulting in inappropriate emergency 
housing arrangement. 

 
 

Reputational risk and loss of trust and confidence 
 
The volumes of transactions and client interactions that the Ministry needs to deals with mean that any systems 
failure is highly visible to the public. Our experience is that media enquiries will start to arrive within 24 hours of an 
ongoing outage. Within 48 hours there are questions in Parliament and stories breaking in national media about 
government computer systems failures. 
 
This is based on an event that occurred in April 2016, when the system was impaired for 4 business days. Whilst the 
system was not fully down, it could only run at 40% capacity for 2 days, 60% on day 3, moving up to 100% near the 
end of day 4. 
 
Media enquiries started to arrive on the morning of day 2. On the evening of day 2 the Deputy Chief Executive for 
Service Delivery was interviewed on One News. There were stories in national newspapers on day 3 and 4. There 
were questions in Parliament throughout the week. The story was starting to snow-ball when the underlying 
problem was fixed late in the week. 
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5 

The MSD Technology Strategy (V. 1.0) sets 
out our future IT direction including a set of 
related activities to ensure the reliability of 
IT service delivery. Section 7 Technology 
Sustainability of the Strategy emphasises 
“Resilience”: Continue to build out the 
recovery and continuity of our critical 
functions during unplanned events by 
diversifying locations including our 
workforce. It also emphasises, "Availability”: 
Always be on and accessible from anywhere 
at any time to satisfy the increasing 
expectation of staff and clients that our 
services be always available. 

Functional 

The new MSD Technology Strategy (V1) was 
approved by the Leadership Team in 
December 2018. It replaces the former IT 
Strategy and Action Plan (ISAP).  Key elements 
of the ISAP were implemented e.g. 
Implementing the Single Client Management 
System and improving MSD’s overall system 
performance through the Availability and 
Resilience and End User Computing 
programmes.  However some activities were 
not completed as envisaged because of 
certain circumstances e.g. the unknowns 
associated with impacts of establishing Oranga 
Tamariki and the year on year fiscal 
constraints on the capital available for 
strategic intents.  
The MSD Technology Strategy will be reviewed 
quarterly as the implementation roadmaps are 
further developed. There will also be ongoing 
updates with the evolution of Te Pai Tawhiti, 
and the release of the Welfare Expert Advisory 
Group (WEAG) report in February 2019. Led by 
the IT Enterprise Architecture team, the 
refresh engages with key stakeholders 
including the senior IT management, the wider 
MSD business and the GCDO. 
The effectiveness of the Strategy in addressing 
the risk will be demonstrated funding that is 
being sought through the Budget 19 Business 
Case ‘Preventing Failure of Critical Services to 
Clients’. The revision cycle of the Strategy and 
quarterly report backs to the Organisational 
Integrity and Capability Governance 
Committee.  However the Strategy’s 
effectiveness is dependent on the availability 
of adequate funding.  Further funding will be 
sought through the proposed Budget 20 Te 
Pae Tawhiti Business Case which will assist in 
the retirement of legacy systems. 
 

6 

System Architectural Governance which 
includes the management of MSD’s 
Enterprise Architecture which includes 
principles and standards for maintaining and 
improving systems availability.  

Defined 

An Architecture Council is in place and 
operating. Formal minutes are taken and 
actions/decisions are recorded that 
implement principles, however not all IT 
system designs are being taken through the 
Council.   
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7 

IT Asset Management, which includes: 
The ICT Strategic Asset Management Plan 
(ICT SAMP) which articulates the strategy, 
principles, requirements, responsibilities, 
operational asset management plans, and 
organisational objectives for the IT asset 
management and investment functions;   
The Technology Asset Board has to oversee 
Asset Management (AM) functions and the 
development of all AM plans; and 
The Portfolio Executive Committee (PEC) 
manages the IT investment planning 
process.  

Functional 

The MSD Technology Strategy will inform the 
development of technology roadmaps which 
in turn will inform the revision of the ICT 
SAMP.  The current SAMP is outdated because 
it is based on the old ISAP. The Strategy has 
informed the Technology Budget 19 Business 
Case. Moving this control to an effective state 
is dependent on the availability of adequate 
funding to address this risk. 
The Technology Asset Board is meeting each 
month to review the asset management plans 
and commission investment proposals for 
approval by the Portfolio Executive Committee 
(PEC).  Minutes are recorded and actions 
monitored. 
The PEC prioritises the allocation of funds to 
address identified risks that pose a threat to 
the continued availability and satisfactory 
performance of our systems. The PEC meets 
fortnightly and reports quarterly on 
investments to the Leadership Team sub-
committee Investment Strategy Governance 
Committee (ISGC). 
Evidence of effectiveness is the funding and 
implementation of End User Compute, 
Availability and Resilience initiatives. 
Prioritisation of investment as part of the PEC 
process and budget bid “Preventing Failure of 
Critical Services to Clients” 
 

8 

IT Change Management Policy and 
Processes and the IT Change Advisory Board 
provide the mechanism to ensure that IT 
changes are applied in a controlled manner. 

Functional 

The IT Change Advisory Board (CAB), 
composed of key IT and business stakeholders, 
provides control by ensuring system changes 
follow standard process and procedures to 
minimise the impact of change-related 
incidents upon IT service quality and 
availability.   Changes are approved by the 
stakeholders before implementation. The CAB 
meets weekly. 
The Monthly IT Service report includes 
incidents caused by IT changes, including 
resolution to prevent recurrence.   
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9 

Cyber Security 

• Patch and Vulnerability Management 
standards and process ensure updates 
to the various elements of our IT 
systems are applied to ensure the 
continued availability of our systems   

• Malware-defender tools and processes 
such as endpoint management (devices 
that remotely connect to our systems), 
web and e-mail content filtering, and 
antivirus that are in place protect our 
system from malicious software that 
could cause system availability, 
performance and information security 
issues  

• User access reviews that ensure only 
authorised staff have privileged access 
prevent unauthorised action that could 
cause system availability and 
performance issues  

For more information on Information 
Security controls, please refer to the 
Ministry Wide risk 3b Information Security. 

Functional 

Patch Management Working Group (PMWG) 
and Vulnerability Management Working 
Group (VWMG) which are composed on key IT 
stakeholders provide leadership in managing 
system weaknesses (vulnerabilities) and 
required updates (patches). These groups 
meet monthly. 
Steps have been undertaken to apply patches 
and some patches have been applied as part 
of BAU activities. However, some 
vulnerabilities are complex and require 
funding to resolve. As it stands, there are 
approximately 110 outstanding vulnerabilities 
recorded in our register. 
The Monthly IT Service report includes the 
status of and issues/risks in our patch and 
vulnerability environments and malwares. 
Privileged user access reviews are performed 
every year, or as required. Any exception 
identified are rectified during the review.  
Information Security operational risks and 
controls are being monitored and reported 
through the Assurance Plan for ICT 
Operations. 
Initiatives underway to further improve our IT 
security environment include Identify and 
Access Management (IDAM), implementation 
of Application Whitelisting, Vulnerability 
Scanning and SIEM (Security Information and 
Event Management) capabilities. This includes 
the establishment of a new Security Board 
that will oversee and govern our security 
environment. 
 

10 

Capacity management processes ensure 
that systems have adequate components 
(e.g. storage, CPU, network connectivity, 
etc) to be available and performs as 
expected as the Ministry copes with 
changing business needs, natural system 
growth and technological advances. 

Functional 

The I&S team has tools and support teams 
that operate 24x7 in identifying and 
responding to potential capacity issues.  Any 
new incident or problem arising from system 
capacity issues is being managed through the 
Incident and Problem Management processes. 
The Monthly IT Service report includes trend 
status of storage and CPU utilisation.   
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C 
Review and update the ICT Strategic Asset Management Plan to ensure alignment with the 
new MSD Technology Strategy. 

30 June 2019 
(depending on 
resource and 
funding) 

D 
Complete the IT operational asset management plans to ensure the effective management 
of each IT asset’s lifecycle. 

30 June 2019 
(depending on 
resource) 

E 
The Availability and Resilience programme, which provides the capabilities that will ensure 
the availability of our key systems when disaster or unplanned events occur.  

31 December 
2019 

F 
Refresh desktops/laptops via the End User Compute project. This will reduce end-user 
device faults that cause availability and performance issues.  

31 July 2019 

G 
Setup an IT support team outside Wellington. enabling the systems to continue to be 
supported adequately in a Wellington-disaster scenario. 
 

TBA 

H 
Review the Incident and Problem Management processes to ensure these are streamlined, 
centralised and consistently applied   

TBA 

I 
Identify and report on leading indicators for near misses, factors that compound P2s and 
P3s. 

TBA 
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Appendix 3: Low risk of creating stranded assets on relation to changes 
in operating model 
 
The Ministry is continuing to elaborate the Te Pae Tawhiti strategy during calendar 2019, which will firm up some 
changes to the Ministry’s operating model. There is a high probability that this will result in proposals in budget 
2020 for technology changes to support Te Pae Tawhiti. It is therefore reasonable to ask the question whether any 
of the proposed Budget 19 investments would be impaired by subsequent changes to the operating model. 
 
The Ministry has assessed that risk (of impaired or stranded assets) as very low.   
 
The budget 2019 business case covers Technology investments that:  
 

• are for systems fundamental to the Ministry’s operation, 
• remediate elements of the Ministry’s technology environment that are most at risk of failure,  
• cannot be funded from existing budgets,  
• have long term strategic value, and  

which are foundational pre-requisites to delivery of the Technology Strategy as a whole 
The Ministry’s assessment is that all of the proposed investments meet the above criteria and therefore are a low 
strategic risk.  This means that no matter what the outcome of Te Pae Tawhiti is – these investments and the 
capability they bring are still needed and are foundational to MSD operating as a Ministry and delivering service to 
New Zealanders. 
 
 
 
Hardware Infrastructure  
 
Moving aging out-of-support hardware to All of Government IaaS and other cloud solutions is aligned with the 
government’s Digital strategy. The arrangement is about having the flexibility to turn capacity up and down 
depending on demand. This is a model that is very adaptable to changing business circumstances. It is necessary to 
avoid the risk of stranded technology assets in the current owned asset model. 
 
Data Warehouse Platform 
 
There is very little that is business model specific in the Data Warehouse.  Its function is to ensure that the wide 
spectrum of data that the Ministry collects is stored in a central place and that reporting and analytics is possible 
across the full range of datasets, using contemporary analytics and data science tools. 
 
None of these factors results in the nature of the Warehouse being directly affected by the business model.  
 
If the business model changes there may be associated changes to some of the specific data and datasets that are 
housed, but these do not affect the underlying architecture. This extends to the performance attributes of the 
replacement.  
 
The Ministry is likely to always be a large complex organisation with large amounts of data from varying sources, 
and it is highly likely to continue being a multi-tenanted capability with Oranga Tamariki and the Ministry of 
Housing and Urban Development are co-users     
 
Software and Security Upgrades  
 
It is essential for any organisation to keep software and security upgrades up to date. Otherwise there is increasing 
risk of failure and security vulnerabilities being exploited. These upgrades in the main are to the underlying systems 
and application software (including SaaS) from SAP, Microsoft, Red Hat, IBM, Oracle etc. 
 
MSD also has a growing transaction base and user base that historically leads to increased cost to accommodate 
such things as extra headcount. 
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This is not affected in the medium term by any change in business model. 
 
Knowledge base 
 
A knowledge base (or knowledge bases) is a foundational capability required by any large organisation to help staff 
understand and apply the business processes of the organisation.  
 
Ideally as much of this content as possible would be made available to external parties including clients and 
partners. Regardless, the architecture and capabilities of the knowledge tool are not impacted by any change in 
business model. Only the content would change.    
 
Review of decision, complaints, and provider escalations (Hindin Retirement) 
 
Complaints and escalations are generic processes in any organisation that are ideally integrated with the client 
and/or provider systems. A change in business model would not change the need to have these capabilities. 
 
Review of decision is a prescribed business process determined by legislation and so not affected by any 
discretionary change to the Ministry’s business model. 
 
One source of truth for statutory business rules (DREW retirement) 
 
The statutory rules of the welfare (income support) system are detailed in the Social Security Act (SSA). Ideally 
these would be codified into a systems rules engine only once and then have every computer process  that needs 
to access them go to that one source of truth. 
 
Changing the rules enshrined in the SSA are a common way for government to enact policy change and simply 
changing the codified rules in one place would make enacting government policy change easier to deliver. 
 
Given that this particular rule set is determined by the Government of the day and not be the Ministry, changes in 
operating model will have negligible impact on this investments 
 
Legislative Change 
 
This is type of change mandatory and non-discretionary change. Operating model is not relevant 
 
Digital capabilities 
 
Under Te Pae Tawhiti the capabilities of the digital channel is likely to be expanded, but built on the basis of the 
existing offering. This business case only seeks to deal with specific weaknesses in the Architecture and then it will 
be able to scale to meet that future need. The proposal in relation to Digital Capabilities will be required in any 
feasible future operating model 
 
IdAM 
 
An Identity and Access Management system is a core foundational requirement for any medium or large 
organisation. The organisation simply cannot function without one and is very largely unaffected by changes to 
business model. The proposal is simply to replace the current high risk system. This will be required regardless of 
the Ministry’s future 
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Appendix 4: Cúram Alignment 
 
The Ministry takes very seriously its role in the spectrum of government services that need to be made seamless to 
New Zealanders. Risk has been identified in the potential for Cúram to be an impediment to delivery of broader 
government services, for example life events, if it (Cúram) is unable to easily be part of a broader government eco-
system. There is also the opportunity cost of continuing to invest in Cúram when government could invest in 
alternative technologies that might have greater utility and flexibility across the social sector and government.  The 
Ministry has assessed these perspective as well as consequences and risks posed by vendor lock-in, particularly in 
relation to Cúram software, given that the proposal in this business case is for two of the projects (Hindin and 
DREW) to expand the already significant footprint that Cúram has in the Ministry.   
 
The conclusions are that: 
 
• There is significant vendor lock-in associated with any new systems acquisition. 

• The footprint of Cúram in the organisation now means that the cost of change is already in the hundreds of 
millions and consequently the degree of lock-in is already very high. 

• The risks of vendor lock-in, however, very rarely materialise.  

• Systems replacement decisions are generally driven by risk of failure and inflexibility to meet business 
innovation, and Cúram currently poses neither of those risks. 

• The Ministry’s strategy is to move off all bespoke applications, preferably to Software as a Service (SaaS) cloud 
based solutions where they are available and, in the absence of that, to Commercial off the Shelf (COTS) 
products that can operate in an Infrastructure cloud environment (IaaS).  Cúram is an essential element of 
getting out of legacy custom built applications. 

• Cúram is just one component of the Ministry’s target architecture to specifically deal with eligibility and 
entitlement management as well as other specific legislatively mandated case management obligations. Other 
critical parts of the target architecture include, for example, a cloud based Financial Information System (FMIS) 
which will take over client payments and debt management from bespoke legacy systems such as SWIFTT and 
TRACE.  

• Another part of the strategy is to keep systems of engagement loosely coupled with the systems of record to 
allow maximum flexibility and in client interactions and commonality with broad citizen/ government 
interactions. This is a companion approach to the Application Programming Interface (API) strategy which will 
allow the Ministry to be a full participant in cross agency life event management. 

• There are significant benefits to completing the standardisation onto Cúram software of client related 
functions. Specifically, this meets the strategic objectives of; 

o A single repository of client information 

o A single consistent repository of legislative and business practice rules 

o Fewer and simpler applications to streamline the work of front-line staff.  

• Cúram remains strategically well aligned to meeting the obligations of the Ministry in relation to the Social 
Security Act (SSA). 

• Cúram is only one of the client management systems in use in the Ministry. The Ministry places much higher 
priority on retiring the higher risk custom built hybrid applications such as SAL, SWIFTT, and TRACE. 

• Cúram remains well supported by IBM with a significant modernisation roadmap being delivered. 

• The most recently agreed Cúram licencing arrangement had meant that there is no cost for adding desired 
modules or for adding more users, removing the only potential barrier to growth, and these costs are locked in 
for the next five years. 

• The IT Review conducted by PwC:  

o Endorsed the application rationalisation strategy (onto Cúram) 

o Found no compelling reason to move away from Cúram given the existing investment 

o Found no compelling viable alternative. 
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• A decision to not to invest further on Cúram signals that it is to be treated as a sunset system. This means that 
we will have to commence the process of selecting another core client management system and plan the 
migration. This would probably force a hiatus in the Ministry’s ability to meet government policy objectives, for 
example changes arising from the Welfare Expert Advisory Group. 

• The complexity of migrating client records and rules into a potential new system has previously been assessed. 
The conclusion is that migration to one of the current systems (ideally Cúram as the major repository and 
supported system) and then migration to the final system is the lower risk and preferred option if Cúram were 
to become an impediment to the Ministry s or Government strategy. 

• On balance the choice of Cúram as a strategic plank for delivery of  social programmes is a low risk approach 

 
 

The concept of vendor lock-in 
 
All system acquisitions involve a level of vendor lock-in, especially when they are bound into important business 
processes.  
 
For example the Ministry recently acquired SAP’s Success Factors to underpin the Human resource Management 
System (HRMS). Success Factors is a Software-as-a-Service (SaaS) offering. It cost the Ministry millions of dollars to: 
• Migrate data into Success Factors 

• Integrate Success Factors with the Payroll and Identity management system 

• Implement new business processes that Success Factors enabled or required. 

 
To move away from Success Factors to another SaaS offering would require an equivalent data migration, systems 
integration, and business process integration as the original HRMS project. Effectively the Ministry is ‘locked in’ to 
Success Factor for some years. This becomes a particular problem if the vendor becomes insolvent, or fees increase 
excessively.  
 
In practice those scenarios are extremely rare if care is taken in the upfront Procurement process. 
 
 

Why systems ultimately need to be replaced  
 
System replacement decisions are not taken lightly due to the cost and the business disruption that must be taken 
into consideration. 
 
Typically, decisions to replace Applications are made because they have a larger benefit than the cost of change. 
For example: 
• risk to on-going operations  

• profound impediment to business process change. 

 
Bespoke systems and applications are particularly prone to this phenomenon, where the available developers are 
becoming scarce and the code base relies on obsolete and high risk underlying technology. At that phase of the 
application life-cycle the technology is very difficult to change to support key business innovations and it is prone to 
damaging failures. 
 
COTS solutions supplied by a vendor are a lower risk over time, because they are being continually modernised and 
adapted to emergent technology and business conditions.   
 
Note that the system replacement proposals described by this business case: Drew, Hindin, IdAM, and Data 
Warehouse have these attributes. 
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There is no strong case for replacing Cúram from the Ministry’s perspective   
 
IBM’s Cúram product is one of the highest rated systems in the Ministry’s catalogue from the perspective that it is 
low risk and is strategically a good fit for the Ministry’s current (and future) business model. What Cúram does very 
well is integrate statutory rules from the Social Security Act (SSA) with transaction processing and client service 
planning. 
 
Given the Ministry’s key role in administering the SSA, the strengths of Cúram being a purpose built platform for 
administering Social programmes, based on eligibility and entitlement, means that it remains a very good fit for the 
Ministry’s long term needs. 
 
The Ministry has had a strategy for the last 10 years of “evolve to replace” for the custom built ‘back end’ 
applications, including SWIFTT, TRACE, and SAL. Central to the evolve-to-replace strategy has been a multi-year 
programme of standardising business functions onto the Cúram platform, which has historically progressed when 
there have been gaps in large legislative programmes and when cash has been available.  
 
In 2016, The Ministry completed a key component of the evolution. This was the migration of the bespoke UCVII 
and SOLO applications functionality and data into off-the-shelf Cúram modules. Whilst it still remains unacceptably 
complex, this greatly simplified the user experience for front line staff. Based on this success, more migrations 
would have been completed if not for the lack of funds to progress those projects. 
 
There remain a set of 11 high use applications that are strong candidates for standardising on Cúram because there 
is a good functional fit. Completing this process will have major benefits for the user experience of front-line staff. 
 
Cúram is now so embedded into the Ministry’s systems fabric that it would take hundreds of millions of dollars to 
move to another product or products. At this time, there is a far more pressing need to migrate from and retire 
higher risk and end of life systems SAL, SWIFTT, and TRACE.  From a ministry perspective, Cúram is not amongst the 
candidate systems for retirement given this higher priority backlog.  
 
From a Ministry of Social Development perspective there is no compelling case to move away from Cúram. IBM 
continues to invest in the product, responding to the needs and requirements of around 100 global customers. In 
recent times IBM has invested in areas such as:  
• RESTful services allowing functionality to be exposed via APIs to other organisations and Applications.    

• User experience improvements including responsive Web capability  

• Containerisation using Kubernetes allowing more horizontal scaling and movement of the workload to cloud 
environments. 

 
The 2018 IT review conducted by PwC found that the application rationalisation approach was needed, and also 
concluded that there was no compelling reason to move off Cúram, and that there was no obvious alternative. 
 
 

Risk of a hiatus in government policy change 
 
MSD is subject to a constant level of policy change that needs to be reflected in the core eligibility and entitlement 
systems. At present, this involves changes to multiple systems with the same rule having to be represented in 
different software, and in different contexts. 
 
The Technology Strategy is focused in simplifying this process and lowering the cost by consolidating rules and 
processes onto fewer systems. The business case represents changes that move in that direction, with the benefits 
that change brings. 
 
By contract, adding repositories and end user applications will decrease the pace of change and increase the cost. 
Introducing a new core client management system, with the lengthy transition that implies, will reduce the capacity 
of MSD to implement policy change for years to come. 
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Modular Systems 
 
MSD has been significantly influenced by the experience of other jurisdictions that operate similarly complex social 
services.  The experience of other social welfare agencies has that separating rules, client records, and business 
processes into separate modular systems was a failure.  
 
In much the same way that an integrated tax solution has been assessed as the preferred way forward for Inland 
Revenue and other tax agencies, social sector organisations with similar responsibilities to MSD are following the 
path of integrated client management systems. 
 
A very important element of the Ministry’s strategy is to use commodity or utility software and services (e.g. SaaS) 
in for generic business processes such as office productivity, HRMS, payroll, FMIS (including payments and client 
debt management), Knowledge Management, Workflow etc. There is a core component to the Ministry’s 
operations regarding administration of the SSA that will always be unique, and the strategic aim is to keep that 
core as small as possible, in relation to the role that commodity and utility software and services can play. 
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Appendix 6: Detailed Description of Contingency Approach 
 
This appendix details the approach and methodology used to establish the contingency estimates based on the 
tools and methods associated with Quantitative Risk Analysis.  
 

Process Steps 
 

1. The cost elements for each of the six projects in scope were identified. The depth of the cost elements was 
based on the level of work and knowledge about each of the projects. At a minimum they were split based 
on the sub levels under Capital costs, As a Service costs and Internal Resources cost. 

2. For each cost element in each project an assessment by SMEs was made as to the possible cost variability 
based on: The Best Case, A Better Case, The Base Case, A Worse case and The Worst case. 

3. Probabilities for each of the five estimated ‘Case Buckets’ are also estimated by SMEs as to the likelihood 
that a particular case could occur. 

4. A simulation was run for each cost element against the estimated probabilities, 
a. The simulation was run using an evenly distributed random number generator16 producing a 

number between 0 and 1, which was converted to a percentage 
b. This randomly generated percentage was applied to the probabilities to select which of the ‘Case 

Buckets’ would apply for this particular simulation run.  
c. Each cost element had its own random number generator to produce a unique result per cost 

element. 
d. Summing the result for each cost element provides an estimated cost for the project based on one 

simulated run. 
5. The simulation was run 20 000 times for each assessed project to generate a range of possible values.  
6. A statistical assessment of the results produced a mean and standard deviation which is used to calculate 

the 85% confidence level and associated contingency as a dollar value and a percentage. 
  

 
 
 
16 The random number generator uses the Mersenne Twister algorithm to generate the random numbers 
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Appendix 7: Data Warehouse Full Remediation Options 
 
We commissioned Accenture to analyse options for achieving the target state analytics platform, taking into 
consideration our current state.  The report listed the viable options to remediate the current platform: 
 

1. Remediate in place: in this approach we take the current system “as is” and invest in transforming it while 
still using it. This essentially represents an accelerated version of our current “do nothing” approach that is 
constrained by resource availability.  The observed shortcomings of this approach are: the extreme 
interconnectedness of the over 7 million lines of largely undocumented code means extricating particular 
features is time consuming and involves costly impact analysis; the inability to know the exact usage 
demand of many products and datasets and we have no ability know how they might be re-combined and 
used further once they leave the warehouse. The conclusion is that this is a very costly and long term 
approach.   
 
Significant drawbacks were identified with this approach: 

• High complexity in migration and likely not feasible. 

• High-risk of impacting BAU activities without understanding all interdependencies embedded within 
code. 

• Would require significant investment but would not fundamentally address desire to move towards an 
open-standards and modular architecture. 

• Only partial mitigation of high licensing and support costs. 

• Tactical solution only as current software version will be EOL within 3 years. 

 
And there are two benefits: 

• Leverages investment in existing hardware and licenses. 

• Reuses team’s skills and platform-specific IP. 

 
Due to the large number of drawbacks we discounted this option.  
 
 

2. Remediate in parallel: in this approach we take the current system and maintain it, while building new 
functionality in parallel to replace the existing products.  We would use exactly the current set of technical 
capabilities and “build beside”.  This approach does not involve a procurement phase because it essentially 
makes the ex-ante decision that current capabilities are sufficient to meet needs without an analysis phase 
- there is significant evidence to suggest this is not true as there are current practices, such as storage and 
automated testing, and information management that are poorly supported, or not implemented in the 
current architecture and this will transfer a future cost to the parallel solution.   
 
Although fewer in number there are still significant drawbacks to this approach: 
 
• Does not fundamentally address desire to move towards an open-standards and modular architecture. 

• Only partial mitigation of high software and hardware costs. 

• Tactical solution only as current software version will be EOL within 3 years. 

• Has been tried previously and likely to result in further technical debt sprawl. 

And there are more benefits: 
 
• Leverages investment in existing stack. 

• Reuses team’s skills and platform-specific IP. 

• Mitigates risk of in situ remediation. 
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• Opportunity to “get it right” without requiring investment in newer technologies. 

 
With fewer drawbacks this option is still possible but still costs more than the preferred option, and retains 
some high risk design elements for the future.  With this option we would still require significant 
investment in the future. We discounted this option.  
 
 

3. Rebuild: this option re-builds the platforms in a modern, modular, extensible, scalable way.  This allows for 
a re-examination of capabilities against current and future requirements that will ensure the emerging 
platform is future proofed.  This also leads to a very clear way for the programme to decommission the 
older components. Across a broad range of solution options this provides the most assurance that optimal 
solutions will emerge, and therefore represents the cheapest long term option.  
 
This has far fewer identified drawbacks: 

• Higher-risk relative to using “known quantity” technologies. 

• Higher complexity for migrating data, and co-existence during development. 

• Low availability of skills internally and in-market may increase delivery costs. 

 

But at this same time has significant advantages: 

• Architecture aligns to MSD Enterprise Architecture principles. 

• Delivers a future-proof and flexible platform resilient to change. 

• Supports reusing existing front-end consumption technologies, if desired. 

• Public Cloud-first solution supports highly available, scalable, and durable core platform – consistent 
with GCDO guidance, and also aligned with the Oranga Tamariki Technology strategy and Investment 
plan 

• Is designed from the ground up to avoid lock-in and allow maximum flexibility for future state 
operating models. 

 
This is the preferred option.  

 
 
Table 1 outlines the three options recommended by Accenture for remediating the current platform and delivering 
the target state.  The below analysis considers the following objectives: 

• Better data privacy. 

• Less disruption through less regular and less severe outages. 

• Deliver insights across digital channels so that information is consistent and relevant.   

• Increase speed and accuracy to delivery of products and change. 

  

And, in addition, there are significant flow-on effects associated with failure to deliver: 

• Improved client experience. 

• Reduced ability to partner with external organisations. 

• Low or unknown data quality. 

• Improved self-service and real time insights delivery. 

• Remediate non data warehouse functionality.  

• Avoiding lock-in that may constrain the option set for the target operating model.  
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Appendix 8: Data Warehouse Partial Targeted Remediation Options 
 

There are scaling options within each remediation option.  By doing less in each option we can address some, but 
not all risks.  In some cases we actually increase cost or other risks significantly.  The following presents a range of 
“do some” options and an analysis of the benefits and impacts of only remediating part of the system: 
 

1. Add Data Lineage: Retrofit data lineage and meta-data to all current warehouse components: This would 
go some way towards addressing privacy concerns in the warehouse.  However, the 271k spread sheets 
would largely remain un-catalogued after distributions and privacy breach likelihood would remain there 
(with emailed spread sheets lose ability to track usage).  This approach may also give us some guidance on 
how to best disentangle the over 7 million lines of code in the future.  However, we would remain having 
large risk of an inability to deliver future work, and have the same operational failures.  Collecting data 
lineage on the full current code base is impossible due to the current lack of meta-data standards and use 
of base SAS.  This solution is at best a partial fix to the privacy breach issue, at the cost of additional 
complexity. 
 
Risks mitigated:  

• 30% privacy 

• -20% speed to market (adding complexity to an already complex solution) 

• 20% operational failure (may make impact analysis easier) 

• 0% scale insights into channels     

• 5% ability to delivery current and future strategies 

• -20% manageable long term costs (retro-fitting increases complexity, negative means costs more) 
 

2. Partial Remediation: Decommission a discrete set of current functionality (for example, the single view of 
client, or case manager reports).  This would remove the risk of operational failure of the particular 
component such as operational down time in cases of failure.  The remaining risks having to do with 
likelihood of privacy breaches, and inability to deliver on government policy would, however, remain high.  
We would also be unable to deliver insights across channels, meaning an inability to support full and 
correct entitlement, or improve customer experience. 
  
Decommissioning certain high-risk components, such as the IPV, or others, would address the issues 
related to that particular component.  However, this approach suffers from a serious drawback:  there are 
only two options for where to move the decommissioned functionality. 

• We could absorb it back into current components (into the current state solution).  This increases 
complexity of already hard-to-manage components and thus increases the risk of slower delivery of 
future services and change.  It also does little to reduce the risk of privacy breaches.  

• Create new independent components (a mini version of “remediate in parallel”, or “re-build”).  This 
has all the disadvantages of this approach listed above, especially it would leave us with no fewer total 
components to manage but would result in duplication, and thus more support work. It does nothing 
to reduce risk of privacy breaches.   

 
So we could decrease the risk of failure of this one component, but at the expense of having more 
duplication to maintain, and not fundamentally addressing the privacy issues.  
This option can itself be scaled (decommission more components, up to a level commensurate with 
funding).  For example, at a 50% funding level we could imagine attempting to re-build the top half of 
highest risk components.  This represents a “1/2 rebuild option”.   
 
There is a serious issue with this approach: we can then not decommission the remaining 50% of the 
warehouse, and we must keep it running.  Unfortunately we don’t get to save 50% of the running costs 
because we still need to pay for management of the existing platform, and the licensing costs do not go 
away.  This, together with infrastructure support, constitutes two of the biggest costs.  
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Therefore, rebuilding 50% of the warehouse in a new environment does not significantly reduce the 
existing resources, yet turns on another expense to maintain the new components.  
 
A similar option of this type is a partial migration to the cloud.  This would take a limited set of high risk 
components and migrate them to the cloud.  This could stabilise some operational components (not all) – 
for example those reports with high operational impact, but it would not significantly reduce the data 
privacy risk.   A list of high value products to decommission includes: 

• The Integrated Person View 

• Case Manager Reports 

• Legacy tools (briefcase) 

 
Risks mitigated:  

• 5% privacy (most privacy issues arise from over 7 million lines of code) 

• 10% speed to market (reduction in systems simplifies solutions) 

• 30% operational failure (these are some of the most at risk systems) 

• 0% scale insights into channels     

• 5% ability to delivery current and future strategies 
-30% Manageable long term costs (adding complexity to already complex system, negative means 
costs more) 
 

3. Rebuild task management: There is current functionality in the warehouse that supports operational task 
management, such as the lists of clients sent to the frontline that case managers use to prioritise client 
contact.  This is functionality that that is a series of undocumented, ad hoc processes and is costly to 
maintain.   The remediation would re-build this component and reduce the maintenance issues at some 
level, reduce the support cost for the warehouse, but leaves in place the likelihood of serious privacy 
breaches, and is only a small fraction of the thousands of reports produced by the warehouse, so does not 
significantly reduce the support burden.  In addition, it is likely we could not easily remove the existing 
code for the reports from the warehouse easily due to the large inter-dependencies between reports. Note 
that a particular feature of this move is that speed to market slows down. 
 
Risks mitigated:  

• 0% privacy 

• -20% speed to market 

• 10% operational failure 

• 0% scale insights into channels     

• 10% ability to delivery current and future strategies 

• -25% Manageable long term costs  
 

4. Functionality upgrades: There are a set of high value functionality upgrades that could be added to the 

platform: 

• Upgrade Data Engineering tooling – a more modern data engineering product studio could enable 
better data engineering practices. 

• Migrate Data Storage to open standards – could allow more value generation by allowing more 
analytics tools access to data warehouse data parts. 

In this case some of the risk of slow speed to market could be addressed, although this would not 
appreciably change the data privacy, nor would any change in the ability to scale into channels result.  
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Appendix 9: Data Warehouse Service Solution Options 
 

MSD is currently providing services for both OT and The Ministry of Housing and Urban Development.  It is 
important to consider how we might partner with these organisations in the development of a new platform.  Both 
agencies have agreed that partnering to deliver warehousing functionality is desirable.   Data collection and storage 
is very similar for housing, the benefit system and child services and therefore all three agencies have similar needs 
so it makes sense to explore where we may work together to develop a combined solution.  There are three 
distinct possibilities: 

1. Split immediately: In this option we could immediately plan to separate our data warehousing functionality 
and develop independently. This offers several advantages: 

• Each agency has full and independent design control over their solution. 

• Each agency could, in theory, move faster. 

 
However there are several drawbacks too: 

• The designs are highly likely to be largely similar and we could therefore design the same thing three 
times. 

• The cost would likely be much higher as currently all the data resides in MSD and the act of cloning 
these systems in current state would essentially transfer all the known issues teach new agency 
meaning there would have to be three separate mitigations. 
 
We discount this option.  
 

2. MSD, OT and HUD can co-design a common solution and, assuming the solution delivery is in the cloud, 
once designed and data migrated agencies could take a view on the costs and benefits of separation at that 
stage. The benefits of this approach are: 
 

• A combined design approach leverages the skills of all three agencies. 

• Readiness: OT and HUD could start now. 

• In the preferred remediation approach of a cloud based solution splitting out would be easier at the 
end of the implementation phase. 

• Potential options for co-managing parts of the solution can be examined and there will almost 
certainly be options for cost savings at that stage – for example, shared platform management.  

• This solution costs the least for all three agencies as development of almost identical solution designs 
is done once. 

• This solution preserves options at each stage: agencies can choose to separate after design, or after 
build, or not at all. 

• Greater level of management complexity.  

 
Although there are drawbacks, this is the preferred option.   
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Appendix 10: Data Warehouse Service Delivery Options 
 
Service delivery options involve a spectrum of on premises or cloud only: 
 

1. On-premises option: this represents a continuation of the status quo: MSD owns and manages hardware 
and infrastructure.  This is the current status.  Disadvantages of this approach are: 

• It is difficult to scale to large data. 

• It is expensive to maintain. 

• It requires dedicated specialists to manage hardware and application software. 

• Adding additional functionality is time consuming and costly. 

 
However it does have some advantages: 

• Can use current hardware and expertise. 

• No issues related to potential data sovereignty. 

• Social License potentially easier. 

 
We discount this option as the expense and lack of flexibility are major contributors to the current slow 
speed to market.  
 
 

2. Mixed option: this allows for a combination of the first two with MSD retaining on-premises management 
of certain infrastructure whilst also utilising some public cloud components. This options retains some of 
the drawbacks of the on-premises options But also have the following disadvantages: 

• Requires maintaining two separate platforms thus further increasing the cost – below a certain size 
you cannot save more because it requires a certain minimum resource to maintain the on-premises 
option. 

 
This option is possible, but more expensive than the cloud-only option and does not add any significant 
advantages versus cloud only.  
 
 

3. Cloud-only option: this fully leverages IAAS and PAAS in a public cloud.  In this option platform and 
application services are managed.  The disadvantages of this approach are: 

• It is susceptible to future cloud changes beyond MSD’s control, such as cost, functionality or changes 
in social license. 

• Future changes to cloud regulation or data sovereignty may impact ability to keep data in cloud.  

• Requires major change in skill and culture of the organisation. 

 
Yet it has advantages: 

• Solutions are infinitely scalable (at a cost). 

• Many more technologies are accessible in which to provide solutions. 

• It much more easily supports sharing of design patterns across agencies because it standardises on 
patterns in widespread use around the world. 

• The base platform is inherently more secure and stable because of the economies of scale. 

• It is much less expensive. 

 
This is the preferred option.  
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Appendix 11: Data Warehouse Implementation Options 
 
Options in implementation primarily focus on three approaches  
 

1. Development towards a final state in phased functional groups.  This would involve end to end complete 
solutions around particular business functions, such as “performance reporting”.  This may be described as 
“mini-waterfall”.   This has several disadvantages: 

• By focussing on a single function the emergent design may reflect the requirements of a narrow slice 
of the business that will be expensive to extend later. 

• Past experience has indicated that functional siloes are a high risk in this type of solution. 

• Past experience has also indicated that this approach, under delivery pressure, encourages 
establishment of technical debt that is then propagated to other functions before being remediated. 

Yet it does have an advantage 

• With an end to end view, business outcome delivery occurs early.  

 
 

2. A different implementation would involve delivering complete slices of capability across layers of 
architecture, such as “all data storage”, or “all ETL”.  Disadvantages of this approach include: 

• No delivery of business value until late in development dramatically increases risk.  With no link to 
delivery of value, historically this has proven difficult to manage and to know “how much is good 
enough”.  

• Full build out of a piece of the solution does not account for lessons learned once business products 
are delivered, and at this time remediation is expensive.  

But the major advantage is: 

• It is possible to end up with consistent architecture across the enterprise. 

This option is discounted. 
 
 

3. The third option involves designing and developing a minimum viable product (MVP) solution, then building 
this out.  In this approach we think of building a series of capabilities centred on data products.   Starting 
with an initial design, an initial build and test occurs, followed by a series of on-going development phases 
and overseen by strong business governance.  This is essentially an approach that is fully agile.  This has the 
disadvantage: 

• Initial delivery can feel very minimalistic and users require training to engage with this approach as 
they are used to seeing “finished products”.  

• Requires discipline by developers to continuously evaluate and refine – may be in short supply in the 
market. 

However the advantages are many: 

• Managed properly this is a faster path to final delivery, and gets to a working system faster 

• It is more adaptable to business needs. 

• Has a natural stopping point because user feedback is continuous, and less prone to scope creep and 
projects overruns. 

• Innovative efforts, particularly in data and analytics, are founded on the premise that the end result is 
not well known, and there's no known path to it.  The result of the agile "project" is often a "product" 
that can then either be discarded or more fully explored. 
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• Business capabilities that contribute to service improvement typically require much more frequent 
change to the software, and much more frequent reordering of the backlog of work associated with it, 
again lending itself to an agile product based approach. 

This is the preferred option as it allows for the most flexibility in delivery, and follows the PI process already 
established at MSD.  

 
 
Analysis of the options against objectives is shown in Table 5. 
 
The preferred implementation approach is to develop MVP capabilities and to scale up as needed.  This approach 
helps with development of a componentised system and can be developed in agile ways, while staying close to 
business needs.  It closely corresponds to the Programme Increment approach already being used successfully at 
MSD, and is easy for our governance committees to manage risk in scope and delivery.   
 
 

Preferred Option for Implementation Details 
 
Figure 7 elaborates on the proposed sequencing of work for delivery of the preferred option.  We need five 
concurrent streams of work to transition from our current state to deliver the target model. They are: 
 

1. Architecting new Business Intelligence platform including the delivery of Minimal Viable Product 
(MVP) foundational shared data and information components. 

2. Engineering new fit for purpose information and data assets. 

3. Developing business solutions in the new environment. 

4. Concurrently mature the information and data governance and practices to support the new 
platforms. 

5. Supporting BAU, including: 

a. Decouple and separate operational capabilities. 

b. Decommission legacy components 

 
The project end-state is to deliver a complete re-platform in 36 months, and decommissioning the current platform 
to leave the following capabilities in place: 
 

• Ingesting data source pattern 

• Information management modules 

• Shared data platform – representative patterns 

• Data warehouse – patterns for reporting as a priority 

• Platform engineering capability 

• Discovery & Intelligence platform integration – first patterns 

 
To be clear, existing capabilities such as any current tools or products supporting business processes (including 
broader MSD or Insights) would need to be rebuilt in this option. Examples include dashboards, the profile building 
tool used in business intelligence.  Our implementation teams would look at the current state and make an 
assessment about how much of worth in the current state can be re-used on a case by case basis.  
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Appendix 12: Data Warehouse Analytics Delivery Options 
 
In addition to collecting data and generating insights, a critical capability of a data warehouse platform is to deliver 
analytics results back into other systems so that they are actionable.  We have identified three patterns that the 
target state model will be able support: 
 
 

 
Figure 8: Analytics delivery pattern 1, Model for embedding analytics into transaction platforms. 

 
 
 

 
Figure 9: Analytics delivery pattern 2, low latency delivery from shared data platform 

 
 
 

 
Figure 10: Analytics delivery pattern 3, delivering pre-computed results from shared data platform. 

 
These patterns for integration into other systems are in scope for this bid.  The patterns are supported by the target 
state architecture (Figure 2) and allow the platform to flexibly deliver results in the manner most suitable for the 
consuming system.     
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Appendix 14: PEC Process 
 
The following slides explain the PEC Process: 
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Appendix 14a: PEC Terms of Reference 
 
 

Portfolio Executive Committee Terms of 
Reference 

 

This document was approved by the Investment Strategy Governance Committee on 23 August 2018.  Last 

amended: 21 September 2018. 

 

1. Introduction 

1.1. The Portfolio Executive Committee (PEC) is a sub-committee of the Investment Strategy Governance 

Committee (ISGC). This Terms of Reference sets out the function and role of PEC, and defines the relationship 

between ISGC and PEC.  

 

2. Purpose of the committee 

2.1. The purpose of PEC is to optimise the use of MSD’s resources (with a particular emphasis on capital investment) 

related to IT-enabled investments.  

 

3. Scope and authority 

3.1. Within limits set by ISGC, PEC has delegated responsibility to make all relevant decisions to prioritise, start, 

change, or stop MSD’s IT-enabled investments. 

3.2. ISGC may impose whatever limitations it chooses on PEC’s role, including financial decision-making limits and 

reporting obligations. 

3.3. For decisions outside PEC’s delegations, PEC will make recommendations to ISGC that PEC considers are in 

the best long-term interests of MSD. 

 

4. Key requirements 

4.1. PEC is required to:  

• take a whole-of-Ministry approach to all of its work and decision-making  

• develop and apply criteria to bring a consistent and rigorous basis to the assessment and prioritisation 
of investment options 

• consider resource impacts and the impact of change (and capacity to absorb change) in all parts of the 
Ministry  

• create and operate a system that generates and manages a pipeline of investment options (the 
Portfolio) 

• conduct and oversee activity in a way consistent with an Agile methodology, including requiring the 
development of Epics; managing a Portfolio Backlog; and managing workflow through clear and well-
publicised Programme Increments 

• ensure appropriate levels of accountability for all relevant activity 

• ensure activities and outcomes are aligned as well as possible with Ministry strategies 
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• identify and manage risks and ensure appropriate mitigation plans are in place  

• ensure good stewardship of relevant resources to support MSD’s longer-term interests, including 
capability development, capacity management, a focus on sustainability and adherence to legislation. 

 

5. Overview of working arrangements 

5.1. PEC is expected to carry out its role and responsibilities within, and making use of, the following working 

arrangements. 

• Investment Strategy Governance Committee (ISGC) – the role of ISGC is to govern, oversee and 
periodically review PEC to ensure the arrangements, delegations and activities are in the best long-term 
interest of MSD. ISGC will also make decisions that are outside PEC’s delegations (or outside any other 
limitations ISGC has imposed) – including those outlined in Appendix One. 

• Portfolio Executive Committee (PEC) – As set out in this document, PEC is the lead decision-making body 
for optimising MSD’s IT-enabled investments. It should fulfil the mandate and requirements of this 
document, making efficient use of a working group as described below. 

• Programme Portfolio Management (PPM) – PEC’s decisions will be informed by the work of the 
Programme Portfolio Management group (PPM, or other similar mechanism where appropriate); a 
working group focussed on detailed design, assessment, achievability, implementation and evaluation of 
investment options. A fuller overview of the activities of PPM is set out in Appendix One. 

 

5.2. The relationship between ISGC, PEC and PPM is further described in Appendix Two.  

 

6. Direction, planning and reporting 

6.1. PEC will develop and regularly update an 18-24 month forward view of investment options that allows both 

PEC and ISGC to make decisions that take into account expected future options.  

6.2. PEC (via the Chair) will provide a monthly report to ISGC to summarise activity over the previous four 

months, to ensure transparency of PEC’s work and decisions made and visibility of the value created. 

6.3. PEC may also provide other reports, papers or briefings to ISGC as it considers desirable, in response to 

requests made of PEC by other groups in the Ministry or other stakeholders. 

6.4. PEC is also required to ensure that ISGC is informed about any matter within PEC’s scope that could have a 

significant negative impact on the Ministry’s reputation, performance or ability to achieve strategic 

objectives. 

 

7. Membership  

7.1. The commencement chair of PEC is the Associate DCE, Corporate Solutions. Subsequent Chair appointments 

will be made by ISGC (without any limitation to ISGC’s decisions, such as regarding term, renewal or 

replacement).  

7.2. The Chair may appoint a Deputy Chair.  

7.3. The Chair is responsible for ensuring adequate membership of the committee. Committee members will be 

appointed by ISGC. 

7.4. Committee members will be representatives from across the Ministry and have a balance of skills, 

knowledge, experience and perspectives required to ensure that the committee is equipped to effectively 

carry out its work (and most likely be Tier 3 and Tier 4 staff).   
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7.5. Membership includes non-voting members who provide the committee with advice and support. 

7.6. A centralised secretariat function will be provided by the EPMO.  

 

8. Role of the Chair 

8.1. The Chair is expected to create a culture within the committee of value-for-money, stewardship, 

collaboration and co-operation.  

8.2. The Chair will ensure that: 

• PEC’s focus is consistent with this document and priorities of the day to give effect to PEC’s purpose 

• all committee members are treated even-handedly and fairly, and are encouraged to make a 
contribution 

• meetings are properly planned and focussed, and that minutes accurately reflect the deliberations and 
decisions of the committee 

• key decisions are clearly understood by the committee. 

8.3. The Chair may seek assistance to fulfil the above expectations, including from a Deputy Chair.  

 

9. Role of members 

9.1. Committee members are expected to:  

• take a whole-of-Ministry focus  

• make contributions that are consistent with operating at a governance level 

• robustly test issues and proposals to ensure the committee makes the best possible decisions 

• constructively discuss business, including issues, challenges, risks and responsibilities  

• work towards consensus decision-making 

• collectively own the decisions the committee makes 

• commit sufficient time to fulfil the responsibilities of being a member. 

 

10. Accountability 

10.1. Members of PEC are expected to contribute to the best of their ability, treating PEC as a key work priority. 

Members share collective accountability for the quality of PEC’s work (both directly and indirectly through 

PPM) and decision making.  

 

11. Meetings 

11.1. The majority of committee business will likely be conducted in committee meetings (with initial expectations 

that these may be about fortnightly).  The committee may also discuss or approve committee matters via 

email, as required. 

11.2. For all engagements, the Chair will ensure good practice, in relation to agenda preparation, agenda 

management and maintaining constructive discussion.  

11.3. The quorum required for decision-making is two thirds of the members, one of whom must be the Chair or 

Deputy Chair. 

11.4. If a member is unable to attend a meeting, they must advise the committee secretariat prior to the meeting. 
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Substitutes are able to attend in place of committee members, with the limitation that substitutes may not 

act as the Chair or Deputy Chair. 

11.5. Other non-members may participate in meetings at the committee’s discretion.  

11.6. Minutes will be taken for all meetings and distributed to members for review prior to being finalised and 

adopted by the committee.  

 

12. Conflicts of interest 

12.1. Members are responsible for declaring any conflicts of interest, whether financial or non-financial (including 

any role-related interests in investment options considered by PEC).  

12.2. In all cases where a conflict of interest exists, or may be reasonably perceived to exist, the Chair shall rule on 

whether the member, having disclosed the interest: 

• may participate in the discussion and/or the decision 

• may remain in the meeting room but not participate in the discussion or the decisions or 

• shall leave the room and be excluded from any considerations. 

12.3. In cases where the Chair also has a conflict of interest, the Deputy Chair will make this ruling. 

12.4. To actively manage conflicts of interest, declaration of such interests will be maintained in a centralised 

register and will be a standing agenda item. 

 

13. Communication of discussion and decisions 

13.1. The committee’s work should be as open and transparent as possible. In keeping with this, committee papers 

and minutes should, as far as practicable, be published to Doogle for other staff to access. For the avoidance 

of doubt, the committee may choose not to publish papers and minutes when it considers there are good 

reasons. 

13.2. The committee should also consider what summary information may be usefully shared or published with 

specific groups of interested parties.  

 

14. Overarching committee limitation  

14.1. The Committee must not take, allow or approve any action or circumstance in the name of the Ministry that 

is in breach of the law, is imprudent, or which contravenes any organisation specific or commonly held 

business or professional ethic. 

 
15. Evaluation and review  

1.1. Around each anniversary of the committee’s establishment, the committee will review its purpose, direction, 

Terms of Reference and overall approach and provide an evaluation report to ISGC for its consideration. 

1.2. Alongside consideration of the committee’s report, ISGC will review the committee’s performance and Terms 

of Reference.  
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Appendix 14b: Roles & Responsibilities 

 

What is their role? 
 
Programme Portfolio Management (PPM) (Delivery lens) 
 
PPM manages delivery and is accountable to PEC 

“This is how we will achieve it” 

• Table business cases for approval to be added to Portfolio backlog 

• Through PI Planning, determine epic / project sequencing within PI  

• Synchronise resource planning with Service Delivery Project Board  

• In conjunction with the PI Board, execute the PI plans for the approved WIP 

• Via a dashboard report, provide PEC with a summary of: 

- PPM activity over the over a rolling previous four month period  

- Report on delivery progress and MVPs 

- Provide forward view of capacity changes or constraints 

• Operate within their delegated thresholds, as set out by PEC & ISGC 

 

Portfolio Executive Committee (PEC) (Delivery with Strategic viewpoint) 
 
PEC manages the portfolio backlog, is accountable to ISGC, and governs the activities of PPM.  Empowered by ISGC 
to make timely decisions on epics / business cases. 

“This is what we need to do” 

Approve = granting permission; indication of agreement with proposal; acknowledge it meets requirements (only 
approving when operating within ISGC agreed thresholds, when outside of this recommendation goes to ISGC for 
approval) 

• Approve Epics / business cases (within threshold, or if outside of that, make a recommendation to ISGC 
for approval) 

• Operate/maintain/prioritise and update Portfolio backlog using a prioritisation framework that balances 
value, risk, and achievability criteria to: 

- promote new epics / projects from Portfolio Backlog for upcoming PI to WIP 

- cease (return to backlog) or slow down inflight (WIP) work if required to meet capacity 

• Approve PI plans for delivery 

• Provide a monthly dashboard to ISGC to summarise PEC activity over a rolling previous four month period 
to ensure transparency of decisions made and value created.  Includes a run/grow/transform portfolio 
view, accompanied by a high level sense of spending allocation and progress made. 

• Operate within their delegated thresholds, as set out by ISGC 

• Recommend to ISGC any thresholds that the PPM can operate within and adjust as required 
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Investment Strategy Governance Committee (ISGC) (Strategic/Investment lens for MSD) 
 
Governs PEC and is accountable to Leadership Team.  Sets high level priorities for PEC 

“Is this helping us meet our strategic objectives” 

Endorse = seal of approval; backing; acceptance; championship; patronage 

• Endorse Epics / business cases (Approve where they are outside of PEC thresholds) 

• Endorse / note updated portfolio backlog when changes are made 

• Note closure reports (benefits go to OPGC) 

• Endorse PEC recommendations on forward capacity, WIP and Portfolio backlog 

• Set high level priority through approval of the roadmap, ensuring this links to the long term investment 
plan 

• Note the monthly dashboard from PEC and provide any recommendations and guidance if required  

• Set operating thresholds for the PEC to operate the portfolio backlog within, alongside the agreed 
thresholds for the PPM to operate the delivery pipeline within – adjust as required 

 

Need to have key endorsement checks – alignment with strategy; value for money, benefits realisation (these will 
be developed in due course) 
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Appendix 15: Budget Initiative Template 

 
Below is the Budget Initiative Template, that was submitted on December 14th as part of the business 
case process. It is included here for reference. 
 

 


































